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Abstract

Mixed reality applications are becoming increasingly
widespread in numerous areas, ranging from the medical
surgical domain to entertainment, design and more. At the
same time autonomous robots are demonstrating incredi-
ble potential in the domain of autonomous inspection tasks
in hazardous environments and are already omnipresent in
the assembly lines around the world. This paper seeks to
combine these two promising research avenues through the
development of a novel, instinctive mixed reality teleoper-
ation interface on a Microsoft HoloLens 2. This interface
allows users to remotely act on a physical scene through a
robotic arm by interacting with a digital twin of the scene
and robot in the mixed reality space. This in turn opens up
unique teleoperation applications presently not feasible due
to their non-standardised nature. A summative users study
shows that the proposed method enables untrained users to
perform basic pick and place tasks. The interaction further
achieves a very good score on the standardised user experi-
ence questionnaire.

1. Introduction

Recent advances in the field of mixed reality have made
the devices lighter, cheaper and more accurate, leading to
an increasing acceptance of mixed reality as a new use-
ful human-machine interface [15]. The technology enables
new methods of interacting with 3D scenes and objects,
which has particularly interesting implication for the re-
mote control of robots and robotic arms. Previous works
in this field have shown that mixed reality devices like Mi-
crosoft’s HoloLens 2 or smartphones can be used to pro-
gram standardised tasks. Those include picking up an ob-
ject and placing it by either telling the robot where the ob-
ject is and where to place it, or by giving the robot a series
of waypoints [7, 9, 12]. These approaches typically still re-
quire manual programming or are limited in regards to non-
standardised tasks, like closing a valve, opening a control

cabinet or flipping a lever.
In this work, we aim to combine the intelligence of hu-

mans with the utility of robotic arms. For this, we present
a novel and instinctive interface for the remote control of a
robotic arm, making it behave as an extension of the user’s
arm. This alleviates the need for tedious programming and
opens up a wide range of applications. We already see ex-
amples of high-impact applications that can potentially be
extended by such an interface in the work field today. An
example of which is Boston Dynamic’s Spot, which is being
used in the visual inspection of hydro-power plants. In these
scenarios, robotic agents are often acting autonomously and
are only supervised remotely. Equipping inspection robots
with robotic arms would extend the work that could be per-
formed remotely, ultimately reducing the cost of mainte-
nance and making it safer at the same time. With the control
method developed in this work, a human operator can use a
robotic arm to perform a variety of maintenance tasks over
a distance without any direct line of sight to the robot itself.
To evaluate our control interface, we implemented it on an
off-the-shelf WidowX 250s 6 DOF robotic arm in conjunc-
tion with a HoloLens 2 device and used a Intel RealSense
D435i RGB-D camera and ArUco markers to complete a
cube-stacking challenge designed to assess its precision and
instinctiveness. A demonstration of the final prototype can
be found on YouTube 1 and the source code is freely acces-
sible 2.

1.1. Related Work

The remote control of robotic arms is a popular and
ongoing research topic, especially in the field of medical
robots. As surgeons typically require haptic feedback, they
use physical input devices [22] to control the robotic arms
[10]. These devices provide very accurate inputs, but they
are expensive and usually only have a small range of motion
specific to surgical applications or tasks like welding [21].

1https://youtu.be/YiZyG_5g66w
2https://gitlab.ethz.ch/mr-instinctive-robot/

mr-instinctive-robot-control

https://youtu.be/YiZyG_5g66w
https://gitlab.ethz.ch/mr-instinctive-robot/mr-instinctive-robot-control
https://gitlab.ethz.ch/mr-instinctive-robot/mr-instinctive-robot-control


To extend the range of motion, researchers evaluated differ-
ent input modalities like sensor-packed gloves [19], colour-
coded gloves [20] that were tracked via external cameras or
pointing devices with reflective markers [13]. Other com-
mon but less direct input devices include joysticks, dials or
robot replicas, with the lowest level of input being direct
API calls [16].

Augmented reality (AR) devices have previously been
used to display the state or planned course of action of a
robot. Researchers also combined AR with a pointing de-
vice to program a robot in his physical space by defining
goal positions, waypoints and obstacles [13, 18].

During the course of this project, the company Extend
Robotics presented a teleoperation application featuring a
digital twin of a robotic arm in virtual reality (VR) [1]. In
their method, the user controls the robot by dragging spe-
cific parts of the digital twin with Oculus Quest controllers.
This movement is replicated by the physical robot. Notably,
they also draw a point cloud of the robot’s surroundings in
the VR space, allowing for spatial awareness of the user and
unconstrained interaction with the robot’s environment.

The communication between the robot and the MR de-
vice is realised in most works following the architecture
proposed in [14], by using a server, sometimes called bro-
ker, in between the MR input device and a computer con-
nected to the robot. The computer runs code written for the
Robot Operating System (ROS) to control the robot and po-
tentially other things which are then sent to the MR device
via a TCP or UDP connection. Unity itself released an open
source framework for this application [4].

Our approach differs from prior work mainly in its in-
put modality and its strong focus on the instinctiveness of
the control interface. Our control interface is, to the best
of our knowledge, the first of its kind that solely relies on
hand pose estimations as its input whilst still achieving high
accuracy and low latency pose tracking of the robotic end-
effector.

1.2. Contributions and Challenges

In this work, we leverage the benefits of MR to enable
the intuitive remote control of a robotic arm by controlling a
digital twin as if it were an extension of the user’s arm. This
removes the need for programming and allows a non-trained
operator to control the robot instinctively. We achieve accu-
rate, low latency pose tracking of the user’s hands without
using an additional input device. We further enable users
to grasp objects by tracking individual finger joints and in-
troduce a series of design elements aimed at improving the
overall user experience. Finally, we demonstrate the effec-
tiveness and intuitiveness of the approach by performing a
user study. To achieve this, we had to overcome several
challenges including:

• Setting up a communication framework between the

Figure 1. Abstraction of the problem setup: User interacts with a
digital twin of the robot and the scene consisting of three cubes.
The robot is teleoperated and follows the user inputs without direct
line of sight.

HoloLens 2, a server and the robot, as well as doc-
umenting the steps for reproducibility of the open
source framework.

• Identifying and defining new interfaces with the low-
and high level controllers that came with the robotic
arm.

• Accurately tracking cubes in the robots environment
and correctly positioning them with regards to the
robot in the MR space of the user.

• Encapsulating everything in a user friendly Unity ap-
plication with easy to understand visual feedback.

2. Problem Definition
The goal of the project was to develop an intuitive MR

interface on a Microsoft HoloLens 2, in which any non-
trained operator could remotely control a robot arm and per-
form a basic assembly task using hand tracking. To achieve
a measurable outcome, the assembly task was further re-
fined and limited to the final challenge of stacking three
cubes of known size on top of each other. A schematic of
the problem setup can be seen in Fig. 1. To meet the in-
tuitiveness requirement, we further required that any action
intended by the operator should be accurately and respon-
sively followed by the robot in the physical environment and
that any change in the physical environment in turn should
be mapped into the MR environment. Additionally, follow-
ing Nielsen’s heuristics for user interfaces [17], the state of
the system should be clearly visible at all times, the interac-
tion should be efficient, and enough help and documentation
should be provided for an inexperienced user. To achieve
the defined task, the following hardware was used:

• Intel RealSense D435i: RGB-D camera for scene re-
construction.



• WidowX 250s Robot Arm 6 DOF: for interaction with
the physical environment.

• HoloLens 2: for visualisation and interaction in the
MR environment.

• Plastic cubes of 7 cm side length

• A custom 3D printed robot end effector (sometimes
referred to as ”gripper”).

3. Method/Implementation
To teleoperate the robot arm and manipulate its sur-

roundings, three major challenges were identified and in-
dividually addressed. The biggest challenge was to make
the robot follow the user’s hands smoothly, whilst remain-
ing within reachable bounds. This included the adaption of
novel robot controllers and the development of an intuitive
method for interacting with the robot in mixed reality.

Closely linked to that was the second challenge of de-
signing an adequate input modality based on the tracked
hands and finger joints. This involved identifying a com-
fortable and logical transformation between the hand pose
and end effector pose, but also coping with the inherent
properties of the hand tracking interface offered by the
HoloLens 2.

Finally, to enable interaction with the surrounding, or in
this case the cubes, a robust and accurate estimate of the
cube poses relative to the robot had to be acquired. The
two key flows of information and an overview of the entire
system are shown in Fig. 2 and are further detailed in the
following sections.

3.1. Utilising Hand Poses as Control Inputs

One of the key defining factors in the design for an
instinctive robot controller lies in the choice of the input
modality. Whilst a multitude of previous papers [13, 19, 20,
22] showed great promise in the application of mixed re-
ality or augmented reality devices for teleoperation tasks,
virtually all of them relied on some sort of a controller or
auxiliary device for user input.

In this work, the actual user hand pose is chosen as
the input modality and hand gestures as command inputs,
with the hypothesis that such a choice would amplify the
user ownership [6] and thus the instinctiveness of the ap-
proach. This however necessitates an accurate hand track-
ing module as well as an intuitive input pose. Estimating
accurate hand poses is an ongoing research field, having
to deal with broad generalisation challenges regarding dif-
ferent hand sizes, skin tones and other irregularities in the
user’s hands. Our approach utilises the hand tracking capa-
bilities of the HoloLens 2, which leverages a depth camera
for accurate pose estimations of 25 predefined joint poses in

the user’s hand (Fig. 3, left). One can then interface these
25 joint poses directly in Unity. To allow for a hand size ag-
nostic pose estimation, we chose the input position relative
to two of those hand joints, namely the thumb proximal and
the index knuckle joint.

input pos = thumb pos +
index pos − thumb pos

2
(1)

This allows us to always co-locate the virtual robot end
effector model and the hand in the same way, irrespective
of hand geometry. For demonstration purposes we con-
sider only right handed users that control the robot with
their dominant hand, whereas the left hand is used for aux-
iliary functions as described in Sec. 3.6. Efforts have also
been made to align the gripper orientation with the plane
spanned by the thumb metacarpal, proximal and the index
knuckle joint to allow the user to grip objects in the most
natural way possible (Fig. 3, right).

The main hand gesture used as an input is the act of
bringing one’s index tip and thumb tip together to close the
robot’s gripper. Two thresholds are incorporated to send
closing signals when the gripper is still open and opening
signals when the gripper is closed, respectively. This is
done to diminish the effects of inaccuracies in the pose esti-
mation of the finger joints, which could lead to involuntary
control inputs and a failed task.

3.2. Translating Inputs into Robot Motion

The main goal of the teleoperation controller is to make
the robot move as if it was an extension of the user’s arm,
ideally taking the place of their hand in the mixed reality
space. To achieve this, we identified two promising control
methods that were to some degree already implemented on
the robot used for this project and evaluated both of them.

The first option is based on the popular MoveIt control
library [2], which is commonly used for robot arms. It in-
volves using an inverse kinematics solver to plan a joint
trajectory for the robot arm to make it move to a desired
pose. This approach is however limited due to its compu-
tational expense and hence introduces a significant delay
between the time that the desired pose is sent and the time
that the robot actually moves there. Additionally, the solver
requires the exact start and end positions of the robot arm,
hence the robot arm needs to finish the execution of the pre-
vious trajectory before a new path can be planned and ex-
ecuted. Sending continuously updated hand poses to this
controller thus leads to a counter-intuitive stop-and-go be-
haviour of the robot. As the project put strong emphasis on
the intuitiveness of the human-robot interaction, this control
approach was abandoned.

The second controller that was evaluated speeds up com-
putation by only solving the inverse kinematics iteratively
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Figure 2. Flowchart giving an overview of the building blocks making up the application and the flow of information between them. Green
blocks indicate inputs, blue blocks indicate outputs.

Figure 3. Visualisation of the 25 estimated joint poses in the
HoloLens 2 interface with our control input position (left image)
as well as the actual co-location of gripper and the user’s hand in
the application (right images). The rotation of the gripper was cal-
ibrated to align with the plane spanned by the thumb metacarpal,
proximal and the index knuckle joint.

for small steps of the end effector towards the goal pose.
This approach allows for a continuous movement of the
end effector towards the hand pose. Employing this control
method results in a much more satisfactory user experience,
as the robot follows hand motions immediately, accurately
and with little delay. However, due to the iterative compu-
tation of only locally consistent solutions, using this new
approach introduces limitations to the operational space of
the robot. The inverse kinematics solver regularly fails to
find solutions for seemingly reachable positions, whenever
the robot arm is near a singularity. This happens most no-
tably when some joints are close to their limits. To address
this limitation, a home position with desirable joint states
far away from singularities was introduced. The robot is

initialised to this position and can be reset at any time. Ad-
ditionally, a glowing green box indicating the working vol-
ume was added in Unity, which limits the area in which the
robot tries to follow the user’s hand to account for the lo-
cality of the controller. This ensures that the robot is able to
follow the user inputs at virtually all times when inside the
volume. Finally, to regain the full range of motion of the
robot, a feature to move the current working volume was
added. For this, an ephemeral working volume is displayed
around the robot at the position closest to the user’s right
hand as soon as he leaves the current working volume. The
working volume is then moved to the displayed position as
soon as the user holds together his right thumb and index
finger for longer than 0.75s. This approach is based on a
workflow where a user picks up an object in one working
volume, then rotates the robot around the waist and finally
places the object in another working volume. As further de-
tailed in Sec. 4.1, this method of moving the working vol-
ume was perceived as obstructive and counter-intuitive by
some users, mostly because it triggered on accident. A pos-
sible solution to this would be the incorporation of voice
commands as further discussed in Sec. 5.2.

3.3. Tuning of the Controller

The iterative controller assigns the same constant execu-
tion time to each control input irrespective of the step size
given. Thus, to increase the smoothness of the controller,
the size of each step is adapted proportionally to the error
between robot and hand, increasing as the error grows but
remaining below a defined maximum value. This leads to



Figure 4. The picture is a schematic representation of how the
controller works: the control input to the robot is computed based
on the difference between the end effector pose and the hand pose.

Figure 5. Representation of the operational working volume of the
robot in Unity.

a saturated proportional control. For small gains, the end
effector moves only slowly towards the hand pose and is no
longer perceived as an extension of the user’s arm, whereas
for large gains the end effector overshoots the desired pose
and starts to oscillate about it. Satisfactory results were ob-
tained with gains found through iterative tuning. Addition-
ally, a deadzone around the goal pose was added, which
ignores errors close to zero. This mitigates noise in both the
hand and robot pose estimation and thus reduces jitter.

3.4. Feedback of the System State

Feedback of the system’s state is provided in multiple
ways. Besides the objects in the 3D scene moving accord-
ing to the physical scene, the green glowing box shown in
Fig. 5 indicates whether the user’s hand is inside the work-
ing volume of the robot or not. Additional feedback to the
user is provided through a lamp on top of the holographic
robot end effector, shown in Fig. 6. The colour of the lamp
signals whether the robot is sleeping (black), awake (white),
able to follow the user’s hand (green) or in a configuration
where it is not able to reach the current hand pose (red).

Figure 6. (left) The green light shows that the user input is a feasi-
ble pose for the robot. (right) The red light shows that the robot is
not able to reach the pose provided by the user.

Figure 7. Mixed reality scene of the HoloLens 2: The hologram
of the robot has manually been positioned on top of the physical
robot. Note that the holographic cubes are correctly overlaid on
top of the actual cubes, indicating that the scene is accurately re-
constructed.

3.5. Cube Pose Estimation

To remotely interact with the scene around the robot,
the elements of interest need to be reconstructed in the
mixed reality interface. For this, they have to be detected
and tracked in the physical scene. Object detection itself
is still one of the main open research fields in computer
vision and it comes with numerous challenges, like deal-
ing with occlusions, illumination changes, viewpoint varia-
tions and cluttered or textured backgrounds. We reduced
the complexity of this task based on the problem defini-
tion developed in Sec. 2. We employ a marker based de-
tection approach leveraging ArUco markers, since the size
and geometry of the interactable objects in the scene are
assumed to be known. This allows for a robust and rapid
implementation of the cube pose estimation module, with
which the control interface can be tested. The ArUco mark-
ers are placed on all faces of each cube, which makes the
detection robust to occlusions. In addition to that, ArUco
marker detection is computationally inexpensive, allowing
for real-time streaming of the cube poses to the mixed real-



ity scene (Fig. 7). For further refinement, the information
provided by the depth camera is utilised. It provides an
estimate for the depth of each marker with millimetre ac-
curacy. This is then fused with the ArUco pose estimation
module in OpenCV [3], which allows to extract both posi-
tion and orientation of the centre of each detected marker
in the frame. Two steps are performed to convert the multi-
ple marker poses into the pose of the cube centre relative to
the camera. The output of the OpenCV ArUco pose estima-
tion module is the relative pose of the reference system of
each detected marker with respect to the camera. Since the
frames of the different faces are not aligned, their poses are
first expressed with respect to a predefined dominant face.
Then, to obtain the cube centre, the position of each marker
is translated by half the cube size along the normal of the
face. From Fig. 8 it becomes clear that this always corre-
sponds to the z axis of the ArUco marker. Finally, the cube
centers from multiple markers are averaged and combined
with knowledge of the previous pose of the cube, to find its
updated pose. This estimated pose is still expressed in the
camera reference frame and needs to be transformed into the
robot base frame. To achieve this, two markers were placed
at the sides of the physical robot for calibration. The rela-
tive poses of these markers are found analogous to above.
Knowing the static transformation between these markers
and the robot allows for the expression of the cubes’ poses
in relation to the robot frame.

The cube pose estimation module is implemented as a
ROS node. It publishes information on whether the spe-
cific cube has been detected and its relative pose with re-
spect to the robot. A TCP connection between the ROS
node and Unity is established [4], in order to stream and
update the cube poses in the mixed reality scene at each
frame. In Unity the cubes are spawned as child objects of
the robot base frame, so that whenever the robot is moved
in the mixed reality space (i.e., due to repositioning), the
cubes move accordingly. One final challenge that had to
be overcome in order to guarantee a better user experience
was to attenuate the jittery behaviour encountered while vi-
sualising the holograms of the cubes in Unity. This jitter
is caused by irreducible mismatches among the poses es-
timated from the different faces of the cube. Whilst the
effect on the position is diminished by averaging the po-
sition vectors of each detected face, problems arise as far as
orientation is concerned. Orientations are encoded as unit
quaternions in Unity, and unit quaternion averaging is still
an open research topic. We implemented an efficient solu-
tion following [11], which solves the averaging as an opti-
misation problem based on its eigenvector decomposition,
as shown in the following:

M =

n∑
i=1

wi qi q
T
i (2)

Figure 8. (a) Reference frame of a single ArUco marker. The z-
axis is always directed along the normal of each face of the cube.
(b) Configuration of the cube for 3 simultaneously detected faces.
In this case, the position of the centre of the cube is estimated by
averaging over all detected faces.

q̄ = argmax
q∈S3

qTMq (3)

where wi refers to the weight associated to each quater-
nion qi in the averaging process. The averaged quaternion is
the eigenvector of M corresponding to the maximum eigen-
value, and it has unit norm by construction.

3.6. Additional Features

To improve the user experience, an extensive tutorial has
been added. The tutorial provides a step-by-step explana-
tion on how to interact with the robot and how the different
functionalities work and can be used. Among the function-
alities that have been implemented, there is a Repositioning
button, that allows the user to freely move the robot and the
work space wherever they prefer. In addition to that, we
also implemented a hand menu that appears whenever the
user looks at the palm of his left hand. The menu contains
the following commands: Start Following Hand, Reset Po-
sition, Go Sleep and Tutorial. The first one allows the start
of the hand tracking and path following modules, so that the
robot starts following the user’s hand only when intended.
This is a crucial safety functionality, since it avoids involun-
tary robot movements right after the application starts. As
previously stated, the Reset Position button brings the robot
to a the home position and the Go Sleep button returns the
robot to its sleeping configuration. Finally the Tutorial but-
ton brings up the tutorial.

4. Evaluation
A summative user study was conducted with the final

prototype to evaluate its quality in terms of user experience
and especially intuitiveness, effectiveness and ease of use.
Moreover, multiple unrelated, small-sample, formative user
studies have been conducted throughout the iterative design
process of the software. These were aimed at obtaining an
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Figure 9. Survey Results: Box plots summarising the answers of
eight participants to the UEQ Questions, where 1 is the lowest and
7 is the highest score. The red line indicates the median of the
data. The box indicates the 25 to 75 percentile or Inter Quartile
Range (IQR). Points outside of 1.5 · IQR are marked with a cross
and are considered outliers.

outside view on what we thought to be more or less intu-
itive, allowing us to refine our application design, user feed-
back systems and control modalities.

4.1. User Study Design

For the final user study, eight study participants were
chosen via convenience sampling, including other course
members, friends and family. Participants first filled out
a questionnaire about themselves. 75 % percent of partici-
pants were in the age group of 20 - 30 and 50 % of partici-
pants had previously used mixed reality interfaces.

The actual study was then performed, for which the sub-
jects put on the HoloLens with the application running.
They were then introduced to the application and asked to
go through the tutorial themselves. After that they were
asked to stack three cubes on top of each other within three
minutes. The option of moving the working volume was
disabled for this task. The cubes each had a side length
of 7 cm and the gripper had a maximum opening width of
9 cm, giving a margin of error of 1 cm on both sides. Fi-
nally the subjects were asked to document their experience
by answering the standardised questions of the short user
experience questionnaire (UEQ) [5].

4.2. User Study Results

The data collected from the final user study is plotted
in Fig. 9. From this, it is possible to conclude that partici-
pants rated the application highly in terms of inventiveness,
and found it very interesting and exciting. They also mostly
agreed that the application is efficient. While still mostly re-
maining on the positive side, the opinions of users diverged
on how easy and supportive the system is. We found that
users with previous experience with MR on average rated
their experience as easier and less obstructive than those
with no prior experience. We also asked students and in-
structors to fill out the UEQ survey during the demonstra-
tion after the final presentation. For this demonstration, the
feature to move the working volume was enabled. One in-
teresting observation we made, was that the median of the

answers to obstructiveness and ease of use was lower by
one point compared to the user study. Qualitative feedback
that we received supported the assumption that the working
volume was often moved on accident and did not behave as
the users would have expected, further underlining that this
aspect of the interaction needs to be improved. Concerning
the effectiveness of the system, we found that four of the
eight participants (50 %) were able to stack the three cubes.
Two subjects were only able to stack two cubes (25 %) be-
fore the three minutes were over. Two subjects (25 %) did
not manage to stack any cubes. During the demonstration,
with no time constraint, about 90 % of the people that tried
it were able to stack at least two cubes. Unfortunately, one
factor that was not taken into account was the strength of the
gripper, which in combination with the weight of the cubes
was sometimes insufficient to hold on to the cubes. The sta-
tistical validity and accuracy of these results is debatable,
as the sample size was small and potentially not represen-
tative. Another possible factor that might have skewed re-
sults, is that participants were often related in some way to
the observers and may have given better scores out of kind-
ness.

4.3. Accuracy

No direct experiments were conducted for assessing the
accuracy of the controller. Positional and rotational errors
are introduced by inaccuracies of the hand pose estimation
and errors in the reported robot joint angles. Both of these
errors are however too small to be perceived with the naked
eye and small compared to the error introduced by the dead-
zone added to remove jitter, as laid out in Sec. 3.3. This
deadzone is chosen to allow for a maximum positional er-
ror of 1.4cm in each dimension and a rotational error of 1.2
degrees around each axis. In practise, we observe the er-
ror to be less than these tolerances most of the time, as the
robot typically still has some momentum when entering the
deadzone.

5. Discussion
5.1. Limitations

The scope of the project was chosen to focus in par-
ticular on the intuitive interaction with the robot. Hence,
one limitation was consciously introduced by the use of
ArUco markers for the scene reconstruction. Thus, any ob-
ject that is not marked cannot be identified and interacted
with. Moreover, ArUco markers can only be used on par-
allelepipeds, further limiting what objects can be tracked.
On top of that, ArUco marker detection is sensitive to light-
ing conditions of the environment. As only marked objects
are being tracked, obstacles are not visualised to the user.
Hence, collisions need to be avoided by removing untracked
objects entirely from the interaction space.



According to its datasheet, the RealSense depth camera
used to detect the ArUco markers is only able to obtain good
depth estimates for a distance over ∼28 cm. Experiments
show, that to detect the markers confidently at this distance,
a marker size of at least 7 cm is needed. This in turn puts
a lower bound on the size of objects that can be interacted
with and led to a redesign of the robot gripper.

The qualitative feedback gathered during the user stud-
ies allows for the identification of key limitations regarding
the user interface. As mentioned in Sec. 4.2, the gesture
that moves the working volume was often accidentally trig-
gered, which caused undesired behaviour of the robot. In
general, users were surprised by sudden movements of the
robot. This can potentially be solved by only beginning to
follow the hand once it is in close proximity to the end ef-
fector. Additionally, users requested the option to give in-
puts via voice commands, which are a particularly good fit
for entering and leaving the hand follow mode. As men-
tioned before, the robot currently only follows inputs from
the right hand, a limitation which can be removed in the
future by allowing users to define their dominant hand.

Finally, the application was designed around a stationary
setup of the server, robot and camera. Obtaining the correct
static transform between the robot and the camera is still a
tedious process and requires manual tuning of parameters.
Once the setup is completed, the camera needs to remain
static with respect to the robot. Minimal changes can al-
ready cause a misalignment of the virtual and physical ob-
jects in the scene. Additionally, the ROS server should ide-
ally be assigned a static IP address, as changing it requires
to rebuild the application for the HoloLens with the updated
connection settings.

5.2. Future Work

Future points of work should focus on the main limita-
tions of the application. In order to enhance the user expe-
rience, future work should continue to focus on improving
intuitiveness and predictability of the system. Giving inputs
via voice commands would be an important addition, espe-
cially since this would free up the user’s dominant hand en-
tirely for the task of controlling the robot. Voice commands
could also potentially address the unwanted behaviour of
the working volume.

Furthermore, depending on the application, the safety of
the controller could be further improved by adding collision
detection and possibly obstacle avoidance.

To speed up the initial setup and remove the requirement
for the system to remain stationary, one could implement
an automatic and ongoing estimation of the transformation
between robot and camera.

Future work could also combine the custom controller
developed in this work with a VR environment and a 3D
camera mounted on top of the robot arm, in order to in-

teract with an arbitrary 3D scene. This would remove the
limitation of only being able to interact with predefined ob-
jects, but might introduce delay and cognitive saturation.
On the other hand, if the objects to manipulate are known,
the marker based tracking could be replaced by promising
machine learning-based object detection [8].

6. Conclusions

We have presented an intuitive MR application for the
teleoperation of a robot arm utilising a standard RGB-D
camera, a HoloLens 2 and an off-the-shelf robot manipula-
tor. Our proposed control interface enables almost any non-
trained operator to remotely control a robot arm and solve a
predefined assembly task solely by acting on a digital twin
of the physical scene.

The conducted summative users study underlines the
merit of the novel control in regards to the perceived effi-
ciency and the ease of use of the application, even for users
previously unfamiliar with MR devices.

There remain many limitations of our work. The marker-
based detection algorithms used are specific to our devised
problem setup and do not generalise well. We cannot deal
with obstacles in our operational space at the moment and
intuitively shifting the work space remains an open chal-
lenge. We also did not fully leverage the capabilities of
the HoloLens 2 regarding the implementation of voice com-
mands to extend the user input.

Nevertheless, this project lays the ground work for fu-
ture instinctive robot control applications and novel human-
machine interfaces based on virtual and mixed reality de-
vices. It also serves to demonstrates the potential of these
exciting and potentially fruitful research avenues for the re-
search community at large.
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